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Abstract

A computer-aided tuning procedure for microwave circuits -

especially multituned narrow-

band branching filters - has been developed. The mistuning of all elements after pretuning

in a straight forward manner is small enough,

thus a specially chosen network function de-

pends nearly linear on the deviations of the tuning screws from their proper positions.
These linearized relations and the regular values of the network function can be calculated
from the equivalent circuit of the filter with the help of a large computer. They can then

be inserted into the small computer of the measurement set-up.

The appropriate changes of

the tuning elements for sufficient performance of the filter together with clear tuning cri-

teria for the operator are computed from the test values of the pretuned filter.

dure will be repeated several times,

The proce-

because of the only quasi-linear relations between the

deviations of the tuning elements from their proper position and the special network func-

tion.
Introduction

The tuning of microwave filters, especially
those for branching networks is a highly time
consuming and tedious procedure. The reason
being, that the components of the microwave
filter, resonators and coupling elements bet-
ween the resonators, cannot be measured sepa-
rately. This is only possible with the S-pa-
rameters of the filter. Furthermore, the tun-
ing elements, mainly tuning screws, influence
each other and therefore the turning of one
screw tunes at least three elements, the ele-
ment itself and its immediate neighbours. The
tuning procedure can be shortened and simpli-
fied by a computer, which calculates the ne-
cessary adjustments of the tuning screws from
a measurement of the still detuned filter.

The effectiveness of such a procedure de-
pends primarily on the tuming algorithm and
the choice of an appropriate tuning criterion.
The applied algorithm is based on a complete
sensitivity analysis of the nominal filter.1
The tuning criterion is derived from the
phase of the input reflection coefficient of
the filter which is short-circuited at its
output, exhibiting an almost linear depend-
ence on the deviations of the tuning elements
from their proper positions.2 Because of this
quasi-linear dependence the calculation of
the necessary adjustments of all tuning ele-
ments is nearly correct even during the first
step. Thus the iterative tuning procedure
converges very fast.

The following describes the algorithm and
the tuning procedure with the computation
steps in the computer of the test set-up. Its
effectiveness is demonstrated for a 6-reso-
nator filter.

Theory

A number of values of a measured network
function are needed for the computation of
the necessary changes of the tuning elements.
This number has to be larger than the number
of tuning elements, since the procedure is
based on an approximation.,’* Moreover these
values should depend as linearily as possible

on the deviations of the tuning elements from
their nominal values, so that the procedure
converges fast. This is the reason why the
usual S-parameter-measurements are not well
suited for this purpose. In comparison, the
frequency deviations of the poles and zeroes
of the input reactance of the shortcircuited
filter fullfil the second condition very
well2, In the complex plane of the reflection
coefficient (Figure 1) the poles are the
crossings of the curve with the positive real
axis and the zeroes the crossings with the ne~
gative real axis.

Unfortunately, the theoretical number is
reduced because of the losses of the resona-
tors as shown by the example of a 6-resonator
filter with its 7 crossings. Adding the points
of + 90° results in 15 frequencies. This fi-
gure is larger than the 12 tuning elements
(6 resonant freguencies and 6 couplers, be-
cause the last coupling element is ineffec-
tive due to the near short). However, even
this is nect sufficient for a convergent pro-
cedure, because near-linear dependences obvi-
ously reduce the number of useful values.

Adding the frequencies of the two minima
of the magnitude in the neighborhood of the
filter skirts (see Figure 1) completes the
system of equations for computing the neces-
sary corrections. It must be stressed, that it
is not the magnitude of these minima which
depends nearly linear on the deviations of
the tuning elements, but the frequency devi-
ations of the minima from their nominal val-
ues.

The algorithm for calculating the neces-
sary corrections together with a pretuning
procedure is described elsewhere?, This pro-
cedure tunes the filter to the point, where
the nearly linear relations become valid. It
should be emphasized, however, that it deals
with pure real matrix-operations, the main
part of which (the matrix inversion) will be
performed in a large computer and only multi-
plications and subtractions are left to the
small computer of the test set-up. The matrix
equations, which must be accomplished by the
small computer, are first the calculation of
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the necessary corrections Aaj of the devia-
tions of the above described frequencies from
their nominal values (Fpeas - Fnom)j with

the aid of the correction matrix Kj j:

laal =)l =1I- ] Frions | (1)

and secondly the calculation of phase
changes AY; at distinct frequencies Fj by
multiplying the diagonal matrix of the sen-
sitivities Sj4 with the deviations;ﬁai:

lagl=llsl -laal

These phase changes must be executed by
the operator in sequence,one at a time at
the given frequencies Fj to obtain a well-
tuned filter.

F
nom

(2)

Tuning Procedure

The tuning procedure will be explained with
a hp automatic network analyzer (ANA), but
can in principle be transferred to an arbi-
trary computer-aided test set-up, because of
the small storage requirements. It is a cha-
racteristic of the ANA, that measurements
can only be made at those frequencies, at
which the system error has been measured pre-
viously, the socalled calibrated frequencies
These frequency points (max. 200) are dis-
tributed over the frequency range of inter-
est, so that the highest density occurs in
the region of the filter skirts, because
that is where the largest phase-change is
found. After storing the calibration data,
the above described Kj j-matrix, the S;,-
digonal-matrix, the vector of the appropri-
ate frequencies F; and the vector of the
nominal frequencies F,opi are stored in the
computer. The filter is %hen connected and
shortcircuited. The measured complex reflec-
tion coefficient 544 dis shown in Figure 1.
A special procedure searches for those
points of this curve which are nearest to
the axis crossings. The frequencies of the
axis crossings Fpeagj are found by linear
interpolation. Since the distance between
the frequency points is 0.5 MHz, the error
is negligible. The searching for the two
frequencies with the minimal magnitude is
slightly more difficult. At first the com-
puter looks for the two frequencies with the
smallest magnitude of the reflection coeffi-
cient. Then the small circles are replaced
by parabolic approximations in the neighbor-
hood of the two frequencies and after that
the frequencies of the minima of the two pa-
rabola are calculated. Again the error of
the approximation is sufficiently small.

Equation (1) is now solved and the re-
sult displayed on the C.R.T., to indicate to
the operator, which tuning elements have the
greatest deviation from their nominal values.
Afterwards the second equation is computed
and the result displayed line by line with
system interrupts. Each time the associated
frequency F; is adjusted and the operator is
called to turn the screw with the index i.
This method avoids choosing a wrong frequen-
cy, which could happen if the operator looks
at the whole curve. Additienally, only a

phase-change and not an absolute value is
prescribed, so that the moving of the phase
point can be observed directly without mea-
suring in the automatic mode.

In principle the operator can execute all
indicated corrections after each measurement.
However, the real tuning screws differ from
the theoretical tuning elements by influen-
cing their adjacent elements. Changing the
resonant frequency of a cavity resonator by a
capacitive load, for example, changes the
field distribution at the coupling holes to
the adjacent resonators as well. This means,
turning one screw involves the correction of
at least three elements. As it turns out the
element in the center mneeds the largest a-
mount of correction. If, however, more than
one element is detuned, the result of the
calculation reflects by no means the real de-~
tuning. Only omne thing is certain: The ele-
ment with the largest correction value must
be tuned. Therefore, if the filter is highly
detuned, the operator is asked to correct
only the element with the largest deviation.
During the next step, when the errors become
smaller, more than one correction may be per-
formed at the same tune. This way, although
the number of repetitions increases, the pros
cedure remains straight forward. h

A second difficulty arises from the non-
linearity at high detuning, which causes the
linear algorithm to calculate slightly erro-
neous values for the correction. As experi-
ment shows this error can be compensated by
an automatic reduction of large correction
values to about 70 %.

The 1limit of the accuracy for the calcu-
lation and the measurement will be reached,
when the calculated phase changes for the
correction are finally smaller than 1°. The
operator is now asked to remove the short
and replace it with an absorber. The input
reflection coefficient should now nearly
fullfil the specification of the filter.
the final tuning the last coupling screw
now turned, which was ineffective due to
adjacent short. If this is only a slight
tuning, the reaction on the last resonator
may be neglected. Finally the four S-para-
meters of the filter are measured in the
automatic mode of the ANA.

For
is
the

Example

A 6-resonator filter with a relative 3dB-
bandwidth of 5.3 o/o0o0 was chosen to demon-
strate the procedure. Considering the losses
of the resonators, a computer model was deve-
loped and the necessary values (sensitivity-
and correction-matrix) were calculated. Only
the nominal values of the axis crossing fre-
quencies F were taken from a measurement
of the well-tined filter. Figure 2 shows the
input reflection coefficient of this filter.
Then three of the resonators were detuned by
+1.9 MHz, -1,1 MHz and +1.4 MHz. Figure 3
gives the reflection coefficient of the fil-
ter in this state. The computer had calcula-
ted a necessary correction of -2.2 MHz,
+1.3 MHz and -3.0 MHz respectively and some
smaller corrections for the coupler.
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It can clearly be seen that the direction
of the correction is correct but that the 1li-
near calculation gives excessive values. In
the first step only the first two resonators
are corrected by the calculated values. The
deviations of the first two resonators were
now sufficiently small to be computed cor-
rectly and the deviation of the third reso-
nator was calculated more accurately. In the
third step the corrections for the first two
resonators were exactly executed and the cor-
rection for the third resonator was reduced
to 70 %. This concluded the tuning. The re-
flection coefficient of the filter, after de-
tuning and tuning, is shown in Figure 4. The
remaining changes are so small, that they
can be tolerated.

Conclusions

A new computer-aided tuning procedure
for microwave circuits has been demonstrated.
After a pretuning, a linearized algorithm
calculates the necessary corrections of the
tuning elements from the measurement of the
short circuited filter. However, the tuning
screws of the filter correspond not exactly
to the tuning elements of the model, because
they influence their adjacent elements. Be-
cause of this only the largest corrections
are executed in the first tuning steps. More~
over, large correction values from the linear
calculation are reduced to about 70 % to ac-
comodate them to the non-linearity of the
tuning criterion. After a few tuning steps
the remaining corrections are already small
enough, to execute them at once.

max=+1.098

Fig. 1 Reflection coefficient of a
6-resonator filter with short
circuited output

Currently, an improved model of the
tuning screws and a weighted correction mat-
rix for better convergence are investigated.
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Fig. 2 Return loss of the 6-resonator
filter before detuning
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